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Question 1 (20 marks)
(a) Let $f: I \rightarrow \mathbb{R}$ be continuous, where $I$ is a closed interval in $\mathbb{R}$. State the conditions required to apply the Bisection Method to $f$.
(b) Given $f(x)=2 x e^{x}-2 \cos x$ on $[0,1]$, with reference to the Bisection Method, determine the minimum number of iterations required to have an accuracy of $10^{-9}$ in the root. If no root exists on the interval, then write "No root exists."
(c) Given $f(x)=2 x e^{x}-2 \cos x$, use the Bisection Method to approximate a root of $f$ on $[0,1]$, accurate to 3 decimal digits. If no root exists on the interval, then write "No root exists."
(d) Apply the fixed point iteration to $-\sin x+2 x=2$ four times, with $x_{0}=\frac{1}{2}$. Use an accuracy of 6 decimal digits throughout.
(e) Determine if the fixed point iteration applied in the previous question will converge.

Question 2 (20 marks)
(a) Consider the task of approximating $\int_{0}^{1} e^{-4 x^{2}} d x$ using the Composite Trapezoidal rule. How large should $n$ and $h$ be chosen in order to ensure that the error is at most 0.001?
(b) The composite trapezoidal rule is applied with $h=0.2$ to approximate the integral

$$
I=\int_{0}^{1} x\left(1+x^{2}\right) d x
$$

i. Complete the table below leaving your solutions correct to four decimal places.

| $x_{i}$ | 0 | 0.2 | 0.4 | 0.6 | 0.8 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f\left(x_{i}\right)$ | A | B | C | D | E | F |

ii. Find the approximate value of $I$ on $[0,1]$ using the composite trapezoidal rule.
(c) Find the approximate value of the integral $I=\int_{0}^{\pi / 4} e^{-6 x} \cos (2 x) d x$ using Gaussian quadrature with $n=2$, the nodes $t_{1}=-0.577, t_{2}=0.577$ and coefficients $c_{1}=c_{2}=1$. All your solutions should be expressed correct to three decimal points.

Question 3 (20 marks)
Let $f(x)=-x \sin (2 x)+x^{2}, \quad x_{0}=0, \quad x_{1}=0.3, \quad x_{2}=0.7$.
(a) Find Lagrange interpolating polynomial for $f(x)$ using the three given nodes.

## Solution:

$f(0)=0, f(0.3)=-0.0793927 ; f(0.7)=-0.199815$
$L_{0}(x)=\frac{(x-0.3)(x-0.7)}{(0-0.3)(0-0.7)}=4.76190(x-0.7)(x-0.3)$
$L_{1}(x)=\frac{(x-0)(x-0.7)}{(0.3-0)(0.3-0.7)}=-8.33333(x-0.7) x$
$L_{2}(x)=\frac{(x-0)(x-0.3)}{(0.7-0)(0.7-0.3)}=3.57143(x-0.3) x$
$P_{2}(x)=f(0) L_{0}(x)+f(0.3) L_{1}(x)+f(0.7) L_{2}(x)$
$=0.661606(x-0.7) x-0.713624(x-0.3) x=-0.0520181 x^{2}-0.249037 x$
(b) Using the nodes $x_{0}$ and $x_{1}$, construct the Hermite interpolating polynomial $H_{3}(x)$
for $f(x)$ using the Lagrange coefficient polynomials.

## Solution:

$$
\begin{align*}
& f(0)=0, f(0.3)=-0.0793927 \\
& f^{\prime}(x)=2 x-\sin (2 x)-2 x \cos (2 x), f^{\prime}(0)=0, f^{\prime}(0.3)=-0.459844 \\
& L_{0}(x)=\frac{(x-0.3)}{(0-0.3)}=-3.33333(x-0.3) \\
& L_{1}(x)=\frac{(x-0)}{(0.3-0)}=3.33333 x \\
& L_{0}^{\prime}(x)=-3.33333, \quad L_{1}^{\prime}(x)=3.33333 \\
& H_{0}(x)=\left[1-2(x-0) L_{0}^{\prime}(0)\right] L_{0}^{2}=11.1111(x-0.3)^{2}(6.66667 x+1) \\
& H_{1}(x)=\left[1-2(x-0.3) L_{1}^{\prime}(0)\right] L_{1}^{2}=11.1111(1-6.66667(x-0.3)) x^{2} \\
& \hat{H}_{0}(x)=(x-0) L_{0}^{2}=11.1111(x-0.3)^{2} x \\
& \hat{H}_{1}(x)=(x-0.3) L_{1}^{2}=11.1111(x-0.3) x^{2} \\
& H_{3}(x)=f(0) H_{0}(x)+f(0.3) H_{1}(x)+f^{\prime}(0) \hat{H}_{0}(x)+f^{\prime}(0.3) \hat{H}_{1}(x) \\
& =-37.037 x^{2}(x-0.3)-0.882142(1-6.66667(x-0.3)) x^{2}-37.037 x(x-0.3)^{2} \\
& =-68.1931 x^{3}+30.6869 x^{2}-3.33333 x \tag{7}
\end{align*}
$$

(c) Determine the natural cubic spline that interpolates the data

$$
f(0)=1, f(3)=2, f(8)=3
$$

and find the approximate value of $f(0.2)$.

## Solution:

$$
\begin{aligned}
S_{0}(x) & =a_{0}+b_{0} x+c_{0} x^{2}+d_{0} x^{3} \\
S_{1}(x) & =a_{1}+b_{1}(x-3)+c_{1}(x-3)^{2}+d_{1}(x-3)^{3}, \\
h_{0} & =3, h_{1}=5, a_{0}=0, a_{1}=1, a_{2}=2, a_{3}=3, c_{0}=c_{2}=0
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{A}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
h_{0} & 2\left(h_{0}+h_{1}\right) & h_{1} \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
3 & 16 & 5 \\
0 & 0 & 1
\end{array}\right), \mathbf{b}=\left(\begin{array}{c}
0 \\
\frac{3\left(a_{2}-a_{1}\right)}{h_{1}}-\frac{3\left(a_{1}-a_{0}\right)}{h_{0}} \\
0
\end{array}\right)=\left(\begin{array}{c}
0 \\
-\frac{2}{5} \\
0
\end{array}\right) \\
& \mathbf{c}=\left(\begin{array}{l}
c_{0} \\
c_{1} \\
c_{2}
\end{array}\right)
\end{aligned}
$$

So from $\mathbf{A x}=\mathbf{b}$, we have $16 c_{1}=-\frac{2}{5}$ implying $c_{1}=-0.025$; and the rest of the parameters are given in the table below

| $a_{0}$ | $b_{0}$ | $c_{0}$ | $d_{0}$ | $a_{1}$ | $b_{1}$ | $c_{1}$ | $d_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.358333 | 0 | -0.00277778 | 2 | 0.283333 | -0.025 | 0.00166667 |

$$
\begin{aligned}
& S_{0}(x)=-0.00277778 x^{3}+0.358333 x+1 \text { on }[0,3] \\
& S_{1}(x)=0.00166667(x-3)^{3}-0.025(x-3)^{2}+0.283333(x-3)+2, \text { on }[3,8]
\end{aligned}
$$

$$
S(x)=\left\{\begin{array}{l}
S_{0}(x), \text { on }[0,1]  \tag{1}\\
S_{1}(x), \text { on }[1,3]
\end{array}\right.
$$

$f(0.2) \approx S(0.2)=S_{0}(0.2)=1.07164$.
(d) The cubic Legendre polynomial is $P_{3}(x)=\frac{1}{2}\left(5 x^{3}-3 x\right)$. Prove that it is orthogonal (over $[-1,1]$ ) to all polynomials of degree 2 .

## Solution:

Let the general polynomial of degree 2 be given by $L_{2}(x)=a x^{2}+b x+c$,
Then

$$
\begin{aligned}
& \int_{-1}^{1} P_{2}(x) L_{2}(x) d x=\int_{-1}^{1} \frac{1}{2}\left(5 x^{3}-3 x\right)\left(a x^{2}+b x+c\right) d x \\
& =\int_{-1}^{1}\left(\frac{5 a x^{5}}{2}-\frac{3 a x^{3}}{2}+\frac{5 b x^{4}}{2}-\frac{3 b x^{2}}{2}+\frac{5 c x^{3}}{2}-\frac{3 c x}{2}\right) d x \\
& =\left[\frac{1}{2}\left(\frac{1}{4} x^{4}(5 c-3 a)+\frac{5 a x^{6}}{6}+b x^{5}-b x^{3}-\frac{3 c x^{2}}{2}\right)\right]_{-1}^{1} \\
& =\left[\frac{1}{2}\left(\frac{1}{4}(5 c-3 a)+\frac{5 a}{6}+b-b-\frac{3 c}{2}\right)\right]-\left[\frac{1}{2}\left(\frac{1}{4}(5 c-3 a)+\frac{5 a}{6}-b+b-\frac{3 c}{2}\right)\right] \\
& =0
\end{aligned}
$$

Therefore $P_{2}(x)$ is orthogonal to all polynomials of order 2 .
Question 4 ( 20 marks)
(a) Develop a first-order method for approximating $f^{\prime \prime}(x)$ which uses the data $f(x-3 h), f(x+2 h), f(x)$ and $f(x+5 h)$.
(b) Using the most accurate centered difference formula, approximate $f^{\prime \prime}(1)$ and then state the error in the approximation, given $f(x)=\sec (x)+x$, for each $h \in\{0.1,0.01,0.001\}$. Use an accuracy of 6 digits throughout.

Question 5 (20 marks)
(a) Given the initial value problem

$$
\begin{equation*}
x+y+\sin (x+y)+\cos (x y)-\frac{\mathrm{d} y}{\mathrm{~d} x}=0, \quad y(0)=0 \tag{10}
\end{equation*}
$$

approximate $y(1)$, with $h=0.1$ using Euler's Method.
(b) The Runge-Kutta method of order 2 (RK2) with $h=0.1$ is used to solve

$$
\begin{equation*}
\frac{d y}{d x}=x y \tag{10}
\end{equation*}
$$

with $y(0)=1$ in order to find $y(0.3)$ correct to four decimal places. Assuming that the local error in RK2 is given by

$$
\epsilon_{i+1}=\frac{h^{3}}{6} y^{\prime \prime \prime}(\xi), \xi \in\left[x_{i}, x_{I+1}\right]
$$

estimate an upper bound for the global error at $x=0.3$.

## Solution:

$\Delta_{3}=\epsilon_{3}+\alpha_{2} \epsilon_{2}+\alpha_{2} \alpha_{1} \epsilon_{1}$ so that
$\left|\Delta_{3}\right| \leq \max _{[0,0.3]}\left|\epsilon_{m}\right|\left(1+\alpha+\alpha^{2}\right)=\max _{[0,0.3]}\left|\epsilon_{m}\right|\left(\frac{\alpha^{3}-1}{\alpha-1}\right)$ where
$\alpha=\max _{[0,0.3]}\left|\alpha_{m}\right|=1+h \max _{[0,0.3]}\left|F_{y}\right|, \quad h=0.1$.
$\max _{[0,0.3]}\left|\epsilon_{m}\right|=\max _{[0,0.3]}\left|\frac{h^{3}}{6} y^{\prime \prime \prime}\right|=\max _{[0,0.3]}\left|\frac{h^{3}}{6}\left(f_{x x}+2 f f_{x y}+f^{2} f_{y y}+f_{x} f_{y}+f f_{y}^{2}\right)\right|$
$f_{x}=y, f_{y}=x, f_{x x}=f_{y y}=0, \quad f_{x y}=1$

$$
f_{x x}+2 f f_{x y}+f^{2} f_{y y}+f_{x} f_{y}+f f_{y}^{2}=x^{3} y+3 x y
$$

$F(x, y)=\frac{1}{2} f(x, y)+\frac{1}{2} f(x+h, y+h f(x, y))$
$=\frac{1}{2} h^{2} x y+\frac{1}{2} h x^{2} y-\frac{h x y}{2}+\frac{h y}{2}+x y-\frac{y}{2}$
$F_{y}=\frac{h^{2} x}{2}+\frac{h x^{2}}{2}-\frac{h x}{2}+\frac{h}{2}+x-\frac{1}{2}$
From RK2

| $i$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | 0 | 0.1 | 0.2 | 0.3 |
| $f\left(x_{i}\right)$ | 1 | 0.955 | 0.921193 | 0.897518 |

$\alpha=1+h \max _{[0,0.3]}\left|F_{y}\right|=1+h \max \{0.45,0.354,0.257,0.159\}=1.045$
$\max _{[0,0.3]}\left|\epsilon_{m}\right|=\max _{[0,0.3]}\left|\frac{h^{3}}{6}\left(f_{x x}+2 f f_{x y}+f^{2} f_{y y}+f_{x} f_{y}+f f_{y}^{2}\right)\right|$
$=\frac{h^{3}}{6} \max \{0,0.287455,0.560085,0.832\}=\frac{h^{3}}{6}(0.832)=0.000138667$
$\left|\Delta_{3}\right| \leq \max _{[0,0.3]}\left|\epsilon_{m}\right|\left(\frac{\alpha^{3}-1}{\alpha-1}\right)=(0.000138667)\left(\frac{1.045^{3}-1}{1.045-1}\right)=0.000435001$

